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Abstract
We present a type system for expressing size constraints on array types in an ML-style type system. The goal is to detect shape mismatches at compile-time, while being simpler than full dependent types. The main restrictions is that the only terms that can occur in types are array sizes, and syntactically they must be variables or constants. For those programs where this is not sufficient, we support a form of existential types, with the type system automatically managing the requisite book-keeping. We formalise a large subset of the type system in a small core language, which we prove sound.

We also present an integration of the type system in the high-performance parallel functional language Futhark, and show on a collection of 44 representative programs that the restrictions in the type system are not too problematic in practice.
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1 Introduction
Array programming often involves functions whose arguments must satisfy certain shape constraints. For example, when multiplying two matrices, the column count of the former must match the row count of the latter. Most of today’s programming languages do not support compile-time checking of such constraints, instead deferring them to runtime. As with all dynamic type checking, this can result in frustrating crashes.

Dependently typed languages allow us to encode the sizes of arrays and have the type checker enforce the shape constraints. From the perspective of array programming, current dependently typed languages have two problems:

1. They are typically not very fast, where array programs are often performance-critical.
2. Full dependent types are complicated, and array programmers may not need or want all of their capabilities. In particular, working with existential sizes, as produced by operations such as filtering, requires deeper understanding of type theory.

In this paper, we investigate the foundations of a type system that supports size-dependent types. Our goal is to construct a programming language in the ML family that allows a “conventional” style of programming, while still verifying shape constraints statically. We have the following concrete design goals for size-dependent types:

1. It must be possible to write functions that operate on multi-dimensional arrays, where we can express equality constraints on the dimensions of these arrays. When a function is applied, the type checker must verify that the arguments satisfy the constraints.
2. Any book-keeping involved in handling existential sizes should be done automatically.
3. Multidimensional arrays should be handled as “arrays of arrays”, while still guaranteeing that all arrays are regular. This permits parametric polymorphism, which allows functions such as map to have their conventional behaviour.

A regular multidimensional array is one where all rows have the same shape. These are sometimes also called rectangular arrays, and are in opposition to jagged arrays, which we do not support.
4. The type system should not impede a high-performance implementation of the language. In particular it must not require complicated value representations or maintenance of complex runtime structures.

We value simplicity over completeness. As we shall see, we place limitations on the form of sizes which means some programs will require dynamic shape checking, although such checks will always be syntactically explicit size coercions that are inserted by the programmer when needed. An intentional non-goal is that we are not trying to statically eliminate out-of-bounds indexing.

We begin in Section 2 by defining \( F \), a small core language that we use to illustrate the mechanics of the type system. In Section 3 we prove soundness for \( F \), which implies the absence of shape errors at runtime. \( F \) is a simplified language, and does not yet fulfill all our goals—in particular, it is monomorphic. However, Section 5 demonstrates how we have added size types to the data parallel programming language Futhark [13], which has full support for parametric polymorphism. This not only shows that the type system, despite its simplicity, is expressive enough to handle real programs, but also that it does not provide obstacles to high-performance implementation. Section 6 discusses our experience with using size types in practice, in particular whether they are flexible enough to handle a wide variety of parallel benchmark problems. Finally, Section 7 discusses how our approach relates to prior work, with a particular focus on how it fits into the array language tradition.

2 A Language with Size-Dependent Types

In this section, we present a language \( F \) with support for size types. The language is simplistic in a variety of ways. First of all, it does not support type polymorphism, which we shall treat later in Section 4. Second, the language assumes that expressions are flattened so that expressions that allocate existentially sized arrays are bound by explicit let-constructs. Thus, if we assume the availability of a type-monomorphic (but size-polymorphic) map-function and a function \( \text{iota} \) that takes an integer \( n \) and returns an index-array of size \( n \), we also assume that an expression

\[
\text{map (} \lambda x. x + 1 \) \text{ (iota 5)}
\]

has been converted to the form

\[
\text{let } a = \text{iota 5 in map (} \lambda x. x + 1 \) \ a.
\]

This conversion simplifies the framework and can easily be implemented in the frontend of a compiler. Although, the type system supports an implicit let-binding construct, as used in the map example, an explicit version is available, which eases type inference and which brings existential sizes into scope at expression level as int variables. In the explicit version of the let construct, the expression becomes

\[
\text{let } [n] a : [n] \text{int} = \text{iota 5 in map (} \lambda x. x + n \) \ a.
\]

Whereas the type of this entire expression will be \( \exists x. [x] \text{int} \), where \( x \) is an existentially bound size variable, inside the scope of the let-construct, it will be known that \( a \) and the result of the map application have the same size.

2.1 Types and Expressions

We assume a denumerably infinite set of program variables, ranged over by \( x, y, \) and \( f \). The grammars for size sorts \( (d) \), basic types \( (\tau) \), and return types \( (\mu) \) are defined in Figure 1.

Size sorts appear in array types of the form \([d] \tau\), which denote arrays of size \( d \) containing elements of type \( \tau \). A function type \((x : \tau) \rightarrow \mu\) allows for \( x \) to appear in \( \mu \), which is useful for expressing a dependency between a parameter of type int and the size of an array in the result.

---

Figure 1. Grammar for \( F \).
For basic types on the form \((x : \tau) \to \mu\), we consider \(x\) bound in \(\mu\). For return types on the form \(\exists x . \mu\), we consider \(x\) bound in \(\mu\). Respectively, basic types and return types are considered identical up to renaming of bound variables. Return types are also considered identical up to removal of bound existential variables that do not occur free in the body.

Contexts, ranged over by \(\Gamma\), map program variables to type schemes, which, in the simple setting that lacks parametric size- and type-polymorphism, amounts to being a type \(\tau\) or a type scheme of the form \(*\), which denote an abstract size.

When \(\vec{x} = x_1, \ldots, x_n \) and \(\vec{\sigma} = \sigma_1, \ldots, \sigma_n\), we write \(\vec{x} : \vec{\sigma}\) for specifying the type assumption \(x_1 : \sigma_1, \ldots, x_n : \sigma_n\). We shall also sometimes write \(\vec{x} : c\), where \(c\) is some basic type scheme such as \(*\) or \(\mathbb{int}\), to denote the type assumption \(x_1 : c, \ldots, x_n : c\). We shall use similar notation for size assumptions and dynamic environments (defined later).

Notice that we assume that whenever we have a context on the form \(\Gamma, x : \tau\), we have \(x \notin \text{fv}(\Gamma)\). In the rules that follow, this property can most often be ensured by renaming of bound variables (i.e., alpha renaming).

Whenever \(\vec{x} = x_1, \ldots, x_n\), we often write \(\exists \vec{x} . \mu\) to denote the return type \(\exists x_1. \cdots \exists x_n . \mu\) (similarly for universal size quantification.)

Type schemes of the form \(*\) play a special role. Variables bound to such type schemes have no dynamic representation. In fact, in the simple setting of \(F\), programmers have no way of referring to such abstract sizes even though they form the basis for establishing static shape properties and static shape equalities of runtime values. For instance, type schemes of the form \(*\) are used for establishing, for instance, that a certain expression returns a value of return type \(\exists \vec{x}. ([x] \mathbb{int}, [x] (\mathbb{bool}, \mathbb{int}))\) for which inhabitants are pairs of equally sized arrays, where the first array contains integers and the second array contains pairs of a boolean and an integer.

Basic types \((\tau)\), return types \((\mu)\), and size sorts \((d)\) are well-formed under assumptions \(\Gamma\), written \(\Gamma \vdash \tau \text{ ok}\), \(\Gamma \vdash \mu \text{ ok}\), and \(\Gamma \vdash d \text{ ok}\), respectively, if the particular judgement can be derived using the rules in Figure 2. A context \(\Gamma'\) is well-formed under assumptions \(\Gamma\), written \(\Gamma \vdash \Gamma' \text{ ok}\), if \(\Gamma \vdash \sigma \text{ ok}\) for all \(\sigma\) in the range of \(\Gamma'\). We shall write \(\vdash \Gamma \text{ ok}\) to mean \(\Gamma \vdash \Gamma' \text{ ok}\). When \(\mu\) is some return type (or type), we write \(\Gamma \vdash \mu \text{ ok}\) to mean \(\Gamma \vdash \mu \text{ ok}\) and \(\forall x \in \text{fv}(\mu), \Gamma(x) \neq \ast\). Expressions \((e)\) and patterns \((p)\) are defined according to the grammar in Figure 1.

The expression language has support for basic constants, including integers and booleans, lambda abstraction and function application, pairs and projections, and conditional expressions. The language also has support for immediate arrays and it features an explicit index-space operation \(\text{Iota}\), which, given an integer argument \(n\), creates an array with \(n\) integers ranging from 0 to \(n - 1\). \(F\) also features array indexing, which fails dynamically if an index is out of bounds. Further, the language features two kinds of \texttt{let} constructs: one that implicitly "opens" existentially bound size variables (making them available only to meta-level reasoning), and one that explicitly extracts sizes for existentially bound size variables (bringing them into scope as variables of type \(\mathbb{int}\)).

Finally, the language features a type coercion construct of the form \(e \triangleright \tau\), which allows the programmer to coerce an array value to be of a specific shape, checked dynamically.

For simplicity, the rules for the dynamic semantics shall deal only with succeeding evaluations, which means that the type safety property that we shall prove only relates to programs for which a dynamic derivation exists. We consider it future work to further distinguish between the possible dynamic effects and to establish a guarantee for termination.

### 2.2 Type System

Typing rules for expressions allow inferences among sentences on the form \(\Gamma \vdash e : \mu\), which are read "under assumptions \(\Gamma\), the expression \(e\) has return type \(\mu\)."

The typing rules are shown in Figure 3. In general, existential quantification in return types is used for modeling existential sizes. In rule \texttt{T-LET}, existentially bound sizes are implicitly opened in the scope of the \texttt{let} construct and closed again when forming the return type of the entire expression. In rule \texttt{T-IOTAD} and rule \texttt{T-APPD}, the type system supports...
Expressions

\[
\Gamma \vdash e : \mu
\]

\[
\begin{align*}
\Gamma &\vdash true : bool & [T\text{-}TRUE] \\
\Gamma &\vdash false : bool & [T\text{-}FALSE] \\
\Gamma &\vdash n : int & [T\text{-}INT] \\
\Gamma &\vdash x : \tau & [T\text{-}VAR] \\
\Gamma &\vdash e_1 : \exists x_1, \tau_1 & \Gamma &\vdash e_2 : \exists x_2, \tau_2 & [T\text{-}PAIR] \\
\Gamma &\vdash (e_1, e_2) : \exists x_2, (\tau_1, \tau_2) & [T\text{-}PAIR] \\
\Gamma &\vdash e : \exists x_1, (\tau_1, \tau_2) & [T\text{-}FST] \\
\Gamma &\vdash \mathsf{fst} e : \exists x_1, \tau_1 & [T\text{-}SND] \\
\Gamma &\vdash e : \exists x_1, (\tau_1, \tau_2) & [T\text{-}INDEX] \\
\Gamma &\vdash e : \exists x_1, (\tau_1, \tau_2) & \Gamma &\vdash e_1 : \exists x_1, \tau_1 & [T\text{-}TAPP] \\
\Gamma &\vdash e_1 : \exists x_1, \tau_1 & \Gamma &\vdash e_2 : \exists x_2, \tau_2 & [T\text{-}TAPP] \\
\Gamma &\vdash let x = e in e' : \exists x_2, \mu & [T\text{-}LET] \\
\Gamma &\vdash e : \exists x, \tau & \Gamma &\vdash \mathsf{let} x = e in e' : \exists x_2, \mu & [T\text{-}LET\text{-}SZ]
\end{align*}
\]

\textbf{Figure 3.} Typing rules for expressions.

2.3 Dynamic Semantics

Values (\(v\)) are defined according to Figure 4, where dynamic environments (\(\rho\)) are maps from program variables to values.

Notice here that the goal of our type system is not to rule out index and type coercion errors which means that even well-typed expressions, may fail to evaluate to a value.

The dynamic semantics for the language evaluates an expression \(e\) to a result value \(v\) in a dynamic environment \(\rho\). The dynamic semantics is specified by a set of inference rules, which allow inferences among sentences of the form \(\Gamma(x) = \tau\).

\[\rho \vdash e \sim v, \text{ which are read "The expression } e \text{ evaluates to } v \text{ in the dynamic environment } \rho".\]

The rules make use of a set of dynamic size-matching rules that allow for extracting sizes from array values at runtime. These rules take the form \(\tau \rightarrow_x \nu \rightarrow r\), where \(\tau\) is a type, \(x\) is a variable, \(\nu\) is a value, and \(r\) is either \(\bullet\) (denoting that \(x\) does not appear appropriately in \(r\)) or a size \(n\) extracted from an array value \(\nu\), guided by the first preorder location of \(x\) in \(r\). A rule for extracting multiple sizes takes the form \(\tau \rightarrow_x \nu \rightarrow (n_1, n_2)\). The size-matching rules are given in Figure 5.

The rules for the dynamic semantics also make use of a set of dynamic size-checking rules that allow for dynamic checking of array sizes according to a type. These rules take

\[\forall \nu \vdash e \sim n, \text{ which are read "The expression } e \text{ evaluates to a size } n \text{ in the dynamic environment } \rho".\]

Figure 4. Grammar for values in \(F\).

\[
\begin{array}{l}
\nu ::= n \mid \text{true} \mid \text{false} \\
\rho ::= x, e, \rho \mid (x, e, \rho) \mid \nu, \cdot, \nu \mid (\nu, \nu) \\
\end{array}
\]

All found occurrences of a size variable should result in the same value, so we just use the first one we find.
As a consequence, because size quantifiers cannot appear underneath array type constructors, all multi-dimensional arrays that are constructed during evaluation are regular (all rows have the same shape). Moreover, the soundness result allows the compiler to omit a larger number of size compatibility checks (which are established statically by the type system).

The remainder of this section is quite dense, and readers are free to skip the detailed proofs, as later sections do not directly build on the actual proofs (only on the properties they concern).

### 3 Metatheory for $F$

This section builds up a metatheory for $F$, culminating in a soundness proof.

As mentioned earlier, for simplicity, the soundness result concerns well-typed and well-terminating programs. By restricting the result to well-terminating programs, we have pushed aside the technicalities involved in propagating errors in the rules for the dynamic semantics. Notice that $F$ does not contain any form of unbounded recursion (all the second-order array combinators can be defined inductively), thus, in principle, by propagating out-of-bound array-index errors and failed type-matching errors, explicitly, in the rules for the dynamic semantics, termination can be established formally; we will leave it up to future work to consider this possibility.

The soundness result that we establish here gives a guarantee that when an expression evaluates to a value containing arrays, the arrays are described by the type of the expression. As a consequence, because size quantifiers cannot appear underneath array type constructors, all multi-dimensional arrays that are constructed during evaluation are regular (all rows have the same shape). Moreover, the soundness result allows the compiler to omit a large number of size compatibility checks (which are established statically by the type system).

The remainder of this section is quite dense, and readers are free to skip the detailed proofs, as later sections do not directly build on the actual proofs (only on the properties they concern).

#### 3.1 Properties of the Type System

The type system possesses a number of properties that are important for ensuring well-formedness of types. The following two propositions are established by straightforward induction on the structure of the type-well-formedness derivation and the typing derivation, respectively.

**Proposition 3.1** (Type well-formedness preserved under size substitution). Let $\tau = \ast$ or $\tau = \text{int}$. If $\Gamma, x : \tau \vdash \mu$ ok and $\Gamma \vdash d \text{ ok}$ then $\Gamma \vdash \mu[d/x]$ ok.

**Proposition 3.2** (Typing yields well-formed types). If $\Gamma \vdash \Gamma \text{ ok}$ and $\Gamma \vdash e : \mu$ then $\Gamma \vdash \mu$ ok.
3.2 Relating Values and Types

In this section, we define a logical relation between values and types. To do so, we use $\delta$ to range over size assignments, which are mappings from program variables to sizes (i.e., integers). The logical relation is specified using a series of inductive definitions on the forms $\delta \vdash v : \sigma$ and $\delta \vdash v : \mu$, which are read “the value $v$ has type scheme $\sigma$ (or return type $\mu$) under the size assignment $\delta$.”

We define a notion of agreement between size assignments on a set of size variables. When $X$ is a set of size variables and $\delta$ and $\delta'$ are size assignments, we say that $\delta$ agrees with $\delta'$ on the set $X$, written $\delta' \approx_X \delta$, if $X \subseteq \text{Dom}(\delta)$ and $X \subseteq \text{Dom}(\delta')$ and $\delta(x) = \delta'(x)$, for all $x \in X$.

The notion of agreement, on a given set, is reflexive, transitive, and symmetric. Further, if $\delta' \approx_X \delta$ and $Y \subseteq X$ then $\delta' \approx_Y \delta$.

The logical relation is first defined inductively on types and return types:

**Figure 7.** Dynamic semantics for the language.

### Expressions

<table>
<thead>
<tr>
<th>$\rho \vdash n \rightarrow n$</th>
<th>[D-INT]</th>
<th>$\rho \vdash \text{true} \rightarrow \text{true}$</th>
<th>[D-TRUE]</th>
<th>$\rho \vdash \text{false} \rightarrow \text{false}$</th>
<th>[D-FALSE]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho(x) = v$</td>
<td>[D-VAR]</td>
<td>$\rho \vdash e_1 \rightarrow v_1 \ldots \rightarrow e_n \rightarrow v_n$</td>
<td>[D-ARRAY]</td>
<td>$\rho \vdash e_1 \rightarrow v_1$, $\rho \vdash e_2 \rightarrow v_2$</td>
<td>[D-PAIR]</td>
</tr>
<tr>
<td>$\rho \vdash e \rightarrow (v_1, v_2)$</td>
<td>[D-FST]</td>
<td>$\rho \vdash e \rightarrow (v_1, v_2)$</td>
<td>[D-SND]</td>
<td>$\rho \vdash e \rightarrow n$</td>
<td>[D-INDEX]</td>
</tr>
<tr>
<td>$\rho \vdash \lambda x.e \rightarrow \langle x, e, \rho \rangle$</td>
<td>[D-LAM]</td>
<td>$\rho \vdash e \rightarrow \text{true}$</td>
<td>$\rho \vdash e_1 \rightarrow v$</td>
<td>$\rho \vdash e \rightarrow \text{false}$</td>
<td>$\rho \vdash e_2 \rightarrow v$</td>
</tr>
<tr>
<td>$\rho \vdash \text{if } e \text{ then } e_1 \text{ else } e_2 \rightarrow v$</td>
<td>[D-IF-T]</td>
<td>$\rho \vdash e \rightarrow v$, $\tau \vdash x \rightarrow \tilde{n}$</td>
<td>[D-LET-M]</td>
<td>$\rho \vdash e \rightarrow v$, $\rho \vdash e \rightarrow \tau$</td>
<td>[D-COE Ricardo]</td>
</tr>
<tr>
<td>$\rho \vdash \text{let } x = e \text{ in } e' \rightarrow v'$</td>
<td>[D-LET]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Types and Return Types

| $\delta \vdash v : \mu$ |

- **L-INT** $\delta \vdash n : \text{int}$
- **L-TRUE** $\delta \vdash \text{true} : \text{bool}$
- **L-FALSE** $\delta \vdash \text{false} : \text{bool}$
- **L-PAIR** $\delta \vdash (v_1, v_2) : (\tau_1, \tau_2)$ iff $\delta \vdash v_1 : \tau_1$ and $\delta \vdash v_2 : \tau_2$
- **L-ARR-N** $\delta \vdash [v_1, \ldots, v_n] : [n]r$ iff $\delta \vdash v_i : \tau$, $\forall i \in \{1..n\}$
- **L-ARR-X** $\delta \vdash [v_1, \ldots, v_n] : [x]r$ iff $\delta(x) = n$ and $\delta \vdash v_i : \tau$, $\forall i \in \{1..n\}$
- **L-CLOS** $\delta \vdash (x, e', \rho) : (x : \tau') \rightarrow \mu$ iff $\forall v_1, v_2, \delta \vdash v_1 : \tau'$ and $\rho, x : v_1 \vdash e' \rightarrow v_2$ $\implies$ $\text{if } t' \equiv \text{int}$ then $\delta, x : v_1 \vdash v_2 : \mu$ else $\delta \vdash v_2 : \mu$
- **L-RRT** $\delta \vdash v : \exists x.\mu'$ iff $\exists n \text{ s.t. } \delta, x : n \vdash v : \mu'$

The logical relation extends to type schemes as follows:

**Type Schemes**

| $\delta \vdash v : \sigma$ |

- **L-TS-TYPE** $\delta \vdash v : \sigma$ iff $\delta \vdash v : \tau$ ($\sigma = \tau$)
- **L-TS-★** $\delta \vdash n : ★$

The logical relation extends to environments point-wise, but we take care to ensure that abstract size variables (type scheme ★) or variables of type int, appear as size assumptions in $\delta$ and appear, identically, as values in $\rho$. 
We shall also make use of the following definitions of TyDom(Γ) and StarDom(Γ), which capture the set of variables in Γ that are associated with proper type, and the set of variables that are associated with abstract sizes (∗):

\[
\text{TyDom}(\Gamma) = \{ x \in \text{Dom}(\Gamma) \mid \Gamma(x) \neq \ast \} \\
\text{StarDom}(\Gamma) = \{ x \in \text{Dom}(\Gamma) \mid \Gamma(x) = \ast \}
\]

Thus, for any Γ, we have Dom(Γ) = TyDom(Γ) ∪ StarDom(Γ) and TyDom(Γ) ∩ StarDom(Γ) = ∅.

**Environments**

\[
\delta \models \rho : \Gamma \iff \\
1. \text{Dom}(\rho) = \text{TyDom}(\Gamma) \text{ and } \Gamma \vdash \Gamma \text{ ok} \\
2. \forall x \in \text{TyDom}(\Gamma), \delta \models \rho(x) : (\Gamma(x)) \\
3. \forall x \in \text{TyDom}(\Gamma), (\Gamma(x) = \text{int} \implies \delta(x) = \rho(x)) \\
4. \text{StarDom}(\Gamma) \subseteq \text{Dom}(\delta)
\]

The free size variables of an environment Γ, written fsv(Γ) is defined as follows:

\[
fsv(\Gamma) = \{ x \in \text{Dom}(\Gamma) \mid (\Gamma(x) = \text{int} \lor \Gamma(x) = \ast) \\
\lor \{ x \in \text{fv}(\Gamma(y)) \mid y \in \text{Dom}(\Gamma) \}
\]

Notice also that \( \delta \models \rho : \Gamma \) entails \( \Gamma \text{ ok} \), which is useful for ensuring well-formedness of type environments throughout the inductive proofs. Well-formed type environments are important for establishing, for instance, well-formedness of types, as we have seen earlier, which, allows us to reason about the identity of types. For instance, we can establish that if \( x \notin \text{Dom}(\Gamma) \) and \( \Gamma \vdash \mu \text{ ok} \) then \( \mu = \exists x \mu \) (because return types are considered identical up to removal of bound variables that do not occur in the body).

### 3.3 Logical Relation Extensibility

Before we state a soundness property for the type system, we first demonstrate an important property of the logical relation, namely that it supports an extension property saying that if \( \delta \models \rho : \Gamma \) and \( \delta' \approx_{fsv(\Gamma)} \delta \) then \( \delta' \models \rho : \Gamma \). This property is important for giving a soundness proof for the type system, based on simple induction principles.³

**Proposition 3.3 (Logical Relation Extensibility).**

1. If \( \delta \models v : \tau \) and \( \delta' \approx_{fsv(\Gamma)} \delta \) then \( \delta' \models v : \tau \).
2. If \( \delta \models v : \mu \) and \( \delta' \approx_{fsv(\Gamma)} \delta \) then \( \delta' \models v : \mu \).
3. If \( \delta \models v : \sigma \) and \( \delta' \approx_{fsv(\Gamma)} \delta \) then \( \delta' \models v : \sigma \).
4. If \( \delta \models \rho : \Gamma \) and \( \delta' \approx_{fsv(\Gamma)} \delta \) then \( \delta' \models \rho : \Gamma \).

*Proof.* The main interesting case is the case for function types. The remaining cases either follow immediately or can be shown by straightforward induction. For details, see Appendix A.

³In particular, the property is used in the proof cases for lambda abstraction and let-binding.

### 3.4 Size Matching and Size Checking Properties

In the proof of soundness of the size-typing rules, we will make use of a property of the dynamic size-matching rules. The following proposition holds:

**Proposition 3.4 (Dynamic Size Matching).**

1. If \( \delta \models v : \exists x.\tau \) and \( \tau = \tau_x \rightarrow n \) then \( \delta, x : n = v : \tau \).
2. If \( \delta \models v : \exists x.\tau \) and \( \tau = v \rightarrow n \) then \( \delta, x : n = v : \tau \).

*Proof.* Property 1 follows from simple induction over the structure of \( \tau \). Property 2 follows by repeated application of property 1.

We will make use also of the following property of the size checking rules:

**Proposition 3.5 (Dynamic Size Checking).** If \( \delta \models v : \tau_1 \) and \( \tau = \tau_1 \{d/x\} \) and \( \rho = v \rightarrow \tau \) and \( \rho(x) = \delta(x) \), then \( \delta = v : \tau \).

*Proof.* By induction on the structure of \( \tau_1 \).

### 3.5 Soundness of Size Typing

We can now state and prove a soundness property for the type system. The property gives us no guarantee that evaluation is strongly normalising. We shall return to this issue later in Section 3.6.

**Proposition 3.6 (Soundness).** If \( \Gamma \vdash e : \mu \) and \( \delta \models \rho : \Gamma \) and \( \rho = e \rightarrow v \) then \( \delta \models v : \mu \).

*Proof.* By induction on the structure of the typing derivation. See Appendix A for details.

### 3.6 Distinguishing Effects

By considering only value-terminating expressions, we have avoided specifying dynamic evaluation rules for propagating dynamic errors. There are a number of ways in which well-typed expressions may fail to evaluate. First, rule d-index requires the index to be in-bound. Second, rule d-coerce may hit an array size mismatch. Third, rule d-coerce assumes that the result type does not contain any function types. Fourth, rule d-let-sz may fail either due to the presence of an empty array, due to the lack of a size name in the type, or due to a size name being present only below a function type.

Dealing properly with inner sizes of empty arrays requires that shape information is available dynamically in cases where an array can be empty. Whereas our Futhark implementation treats empty arrays properly (by annotating array values with shape information at runtime), we leave it to future work to provide a formal treatment of empty arrays.

Technically, it would not be difficult to establish a termination result based on a logical relation argument similar to the one we have presented here but changed to demand that there exists an evaluation derivation resulting in a value (or a dynamic error) that relates to the result type of the typing derivation. Such an argument would follow closely Tait’s
where array sizes could serve as a means for controlling array
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denotes the free type variables in

to construct irregular arrays. To see how the type rules
prevent irregular arrays, consider the expression

which is ill-typed because

and we cannot instantiate \( \beta \) in the type scheme for map with
\([x] \text{int}\) because \( \Gamma \vdash [x] \text{int} \text{ ok} \) does not hold (\( x \notin \text{Dom}(\Gamma) \)).
Similarly, the expression

is ill-typed because t-inst only allows instantiation of type
variables with basic types (\( \tau \)).

We postpone the development of a soundness result for the
language featuring size- and type-polymorphism. However,
for the Hindley-Damas-Milner style let-polymorphism we
support, extending the proof to cover these features, we
believe can be built on standard techniques [18].

5 Size Types in Futhark
Apart from the formal treatment of \( F \), we have also added
size types to the Futhark programming language. The core
design is the same—in particular, sizes must still be constants
or variable names—but the system has been extended and
augmented to handle the requirements of a full-featured pro-
gramming language. In this section we will discuss the sig-
nificant extensions that we found necessary, as well as reflect
on their usability for writing real functional array programs.

Our exposition of size types in Futhark is still informal—a
full formalisation remains future work. In Futhark, sizes are
of type 164, for 64-bit integers. Generally, the addition of
size types did not complicate the compiler’s many front-end
transformations, such as defunctorisation [8], monomor-
phisation, lambda lifting, and defunctionalisation [14].

Nontrivial size expressions. The soundness proof in Sec-
tion 3 assumes that all subexpressions are variables or integer
constants. This assumption is awkward when writing real
programs, and so the Futhark compiler morally rewrites expres-
sions of the form

\[ \text{iota} \ (f \ x) \]

to

\[ \text{let } v = f \ x \text{ in iota } v \]

for some compiler-generated name \( v \). Further, it also uses the
explicit version of the let construct to assign internal names
to existential sizes. To keep type errors comprehensible, the
compiler remembers the original expression for \( v \), so that
whenever \( v \) occurs as a size in a type error, the compiler
will be able to point to the originating expression. Similarly,
when existential sizes arise due to names going out of scope,
or application of a function that returns an existential size,
the compiler tracks the origin of the existential size, so it
can explain where it came from. This requires some extra
book-keeping in the type checker, but has not complicated
later stages or optimisations in the compiler, as merely main-
taining the program in Administrative Normal Form [21],
provides these properties.
Towards Size-Dependent Types for Array Programming

**Type inference.** While $F$ is explicitly typed, the Futhark type checker is built around a conventional Hindley-Damas-Milner type inference implementation. We have extended this implementation to also support size inference. When instantiating a type scheme, each size parameter is turned into a nonrigid size variable, which is then unified with other size variables and term-level variables. This allows inference of a (contrived) function such as

\[
\text{let } f \ n \ xs = \text{zip } (\text{iota } n) \ xs
\]

which is assigned the type

\[
\text{val } f : (n: \text{i64}) \to (xs: [n] \text{i64}) \to [n](\text{i64}, t)
\]

Similarly to type variables, unconstrained size variables are turned into size parameters during `let`-generalization. Our type inference algorithm is currently merely a best-effort implementation, and will sometimes need type annotations in the source program to assign sizes that would otherwise be ambiguous.

**Implicit size parameters.** Futhark supports size parameters, as in Section 4, which are also the main mechanism we use to express shape constraints in function types. For example:

\[
\text{val } \text{dotprod } [n]: (xs: [n] \text{i64}) \to (ys: [n] \text{i64}) \to \text{i64}
\]

During compilation, these implicit parameters are turned into ordinary explicit parameters. For each application `dotprod xs ys`, the compiler will then use the types of `xs` and `ys` to decide what to pass for the implicit arguments.

**Extensions to parametric polymorphism.** There are some cases where we wish to allow a functional argument to a higher-order function to have an existential size in its result type

\[
\text{let } \text{apply } 'a 'b (f: a \to b) (x: a) : b = f x
\]

But as discussed in Section 4, `apply (filter p) xs` is not well typed. To address this, we introduce the notion of size-lifted type parameters, written `$\sim a$, which may be instantiated (in negative position) with return types with existential sizes:

\[
\text{let } \text{apply } 'a 'b (f: a \to b) (x: a) : b = f x
\]

To avoid irregular arrays, size-lifted types may never be array elements, which is enforced by the type checker.

### 6 Experience Report

When designing a type system that limits flexibility to obtain convenience, we must evaluate whether the loss of flexibility is an obstacle in practice, which is necessarily a subjective question. Our prototype implementation of size types was added to Futhark in version 0.15.1, released in March 2020. The Futhark benchmark suite\footnote{https://github.com/diku-dk/futhark-benchmarks/} is the largest single collection of Futhark programs, and serves as a case study for the usability of the type system. The suite comprises about 12,000 lines of code, spread over ports of benchmarks from Rodinia [4] (13 programs), FinPar [1] (3 programs), Parboil [24] (5 programs), the Accelerate [3] examples (13 programs), and an ad-hoc collection of further benchmarks (10 programs). Most of these programs were written before size types were added to Futhark and had to be modified.

The benchmark suite contains 66 instances of dynamically checked size coercions, including calls to library functions that include such size coercions. Most of these are in initialisation code, where inputs must be packed in some benchmark-specific format. For example, `backprop` from Rodinia accepts and returns a variety of arrays of sizes $n$ and $n + 1$, where the program then splits the latter into arrays of size 1 and $n$ respectively. Since this relationship cannot be directly expressed in our size type system, we are forced to use type coercions. The main computational core of `backprop` does not contain any type coercions. While dynamic checks are never desirable, they are relatively innocent in applications where they are used, as long as they do not perturb the lazy evaluation of the program.

Figure 9. Type rules for polymorphism, extending those of Figures 2 and 3.
initialisation code, where they function as a form of input validation.

In some cases we had to change our programming style. For example, a relatively commonly occurring pattern was

\[
\begin{align*}
\text{let } n &= f x \\
\text{in } \text{map } (\lambda i \rightarrow \text{map } (\lambda j \rightarrow \ldots) (\text{iota } (f x)))
\end{align*}
\]

Since \( f x \) is not a constant or variable, the innermost iota (and hence the entire inner map) returns an array of existential size, which makes the outermost map type-incorrect, as its function must not return an array of existential size. While \( f x \) is invariant to the map, we did not want the type checker to make such subtle transformations on behalf of the programmer. The immediate solution is to hoist out the size as an outer binding:

\[
\begin{align*}
\text{let } n &= f x \\
\text{in } \text{map } (\lambda i \rightarrow \text{map } (\lambda j \rightarrow \ldots) (\text{iota } n))
\end{align*}
\]

This solution is arguably ugly. But if we define a function

\[
\text{val tabulate}_2d 'a : (n: i64) \rightarrow (m: i64) \rightarrow (f: i64 \rightarrow i64 \rightarrow a) \rightarrow [n][m]a
\]

then we can write the original expression as:

\[
\text{tabulate}_2d (g y) (f x) (\lambda i j \rightarrow \ldots)
\]

Similarly, a common pattern was to write

\[
\text{zip } xs (\text{iota } (\text{length } xs))
\]

to associate each element of an array with its index. This is invalid under size typing, since as far as the type checker is concerned, length just returns an arbitrary integer without any relation to the size of \( xs \). A solution is to define another helper function

\[
\text{val indices } [n] 'a : [n]a \rightarrow [n]i64
\]

such that we can write \( \text{zip } xs (\text{indices } xs) \). Both of these functions are ordinary library code, not compiler builtins, and do not contain any size coercions. In this way, we were usually able to both satisfy the type checker and write concise code, although we did have to change old habits.

We also used size-typed Futhark to teach parallel programming to students at the University of Copenhagen. Most had no experience with advanced type systems, and many had little experience with functional programming at all, yet they were able to write nontrivial Futhark programs without tripping over type restrictions too often. We attribute this to the simplicity of the rules, as well as the ease with which they can be broken when necessary. For programmers who are not experts in type theory, it is useful to have a rigid type system that covers only the simple cases and contains escape hatches for the rest, rather than a complex system that can handle all cases.

7 Related Work

Size inference. A theory of shapes was developed by Jay over a series of papers [15, 16]. Jay’s specific work focused on “shapely” programs, where the shapes could be determined in advance (possibly by using partial evaluation to construct an inspector [17]), while our size types also support statically undeterminable existential sizes. The Futhark compiler previously used a size inference technique based on slicing [12] to e.g. compute in advance the return size of the function passed to \text{map}, but this has been completely replaced by the size type system, where the type checker provides all the information needed by the compiler.

Array languages. In the APL tradition, \( k \)-dimensional arrays are represented as a pair of a \( k \)-vector of sizes and another vector of values. This permits a trivial implementation of operations such as reshaping by changing the shape vector, and of shape polymorphic functions that operate solely on the value vector. This idea is given a deeper theoretical treatment in the mathematics of arrays [20], and also used in typed functional languages such as SAC [22] and TAIL [7, 11]. In contrast, our type system views multidimensional arrays inductively as “arrays of arrays”, and while it supports a form of size polymorphism, it does not support rank polymorphism. The advantage is that this is a natural fit with conventional ML-style parametric polymorphism, where an array type \([n]a\) can have the element type \( a \) substituted with any type, including another array type. This also makes it straightforward to, for example, \text{map} a function across the rows of a two-dimensional array.

Type systems. Our type system is heavily inspired by dependent types, where tracking the sizes of vectors is one of the classic examples. For example, Dependent ML uses singleton types to eliminate bounds checking in programs [27]. While we do not address bounds checking in our type system and fall back to run-time checks, we assume that most programs will be written “index-free” using combinators such as \text{map} and \text{reduce}. The main limitation of our type system versus full-spectrum dependent types is that we only allow one specific term-level type (integers) to appear in types, only for array shapes, and only in a very restricted syntactic form (variables and constants). A notable implementation advantage of this simplification is that it permits straightforward type erasure, as arrays nevertheless have to carry around their shape at run-time, which is usually a negligible amount of data compared to the array elements.

Qube [26] is an interesting combination of APL-style shapes and dependent types, including support for shape polymorphic programming. Qube verifies all size constraints and index operations at compile-time, using an SMT solver to handle complex constraints. However, Qube still requires the array element type to be monomorphic, which in particular means that it does not support ML-style parametric
polymorphism. In contrast to both Futhark and F, Qube supports irregular arrays via dependent products—we believe
the same approach could also be used with our size types.

Remora [23] is an array language that is similarly dependently typed, and focuses on capturing APL-style implicit aggregate operations in the type system. In particular, Remora supports arrays of functions, allowing a programming style that encodes control flow as data. It has been shown that parts of this type discipline can be encoded using the fragment of dependent types available in Haskell [9].

Finally, Dex [19] is an array language developed at Google Research. In contrast to most such languages, it embraces explicit indexing, making it safe by making assigning distinct types (and types of index values) to each distinct dimension of an array. Dex uses conventional existential types to handle operations such as filter.

8 Conclusions and Future Work

In this paper we have presented a type system for array programming that is fundamentally similar to existing ML-style type systems, yet allows the checking of array size invariants in function applications. We formalised the core of the type system and explained informally how we have added it to the Futhark language. The type system has the significant restriction that only variables or constants can be used in array sizes. Despite this limitation, it is flexible enough to handle the programs found in the Futhark benchmark suite, most of which are ported from other languages, while needing few dynamic checks. This suggests that the type system is a good fit for regular nested data parallel algorithms.

However, there is more work to do. It is awkward that the type system is not strong enough to express the shapes that arise from catenating or flattening arrays. It is likely that such extensions will require the compiler to solve integer problems at compile-time, as in Dependent ML or Qube.

Finally, our formal treatment of size types is still incomplete. It lacks important features such parametric polymorphism, does not describe a technique for type inference, and contains some simplifying assumptions—most critically, that arrays are never empty.
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A Proofs of Propositions 3.3 and 3.6

Proposition 3.3 (Logical Relation Extensibility)

1. If \( \delta \models \tau \) and \( \delta' \approx_{v(\tau)} \delta \) then \( \delta' \models \tau \).
2. If \( \delta \models \mu \) and \( \delta' \approx_{v(\mu)} \delta \) then \( \delta' \models \mu \).
3. If \( \delta \models \sigma \) and \( \delta' \approx_{v(\sigma)} \delta \) then \( \delta' \models \sigma \).
4. If \( \delta \models \Gamma \) and \( \delta' \approx_{v(\Gamma)} \delta \) then \( \delta' \models \Gamma \).

Proof. For proving property 1, there is one interesting case. The remaining cases either follow immediately or can be shown by straightforward induction.

Case \( \tau = (x : \tau') \rightarrow \mu \): From assumption and t-clos, we have \([1] v = (x, e', \rho)\) and \([2] \forall v_1, v_2, (\delta \models v_1 : \tau' \text{ and } \rho, x : v_1 + e' \leadsto v_2) \implies (\text{if } \tau' = \text{int } \text{then } \delta, x : v_1 \models v_2 : \mu \text{ else } \delta \models v_2 : \mu) \).

To establish \( \delta' \models v : \tau \), we must establish \([3] \forall v_1, v_2, (\delta' \models v_1 : \tau' \text{ and } \rho, x : v_1 + e' \leadsto v_2) \implies (\text{if } \tau' = \text{int } \text{then } \delta', x : v_1 \models v_2 : \mu \text{ else } \delta' \models v_2 : \mu). \)

We first assume \([4] \delta' \models v_1 : \tau' \text{ and } [5] \rho, x : v_1 + e' \leadsto v_2 \). From assumption, we have \([6] \delta' \approx_{v(\tau')} \delta \). From the definition of agreement and because \( \text{fv}(\tau') \subseteq \text{fv}(\tau) \), we have \([7] \delta' \approx_{\text{fv}(\tau')} \delta \). By induction on \([4] \) and \([7] \), we have \([8] \delta \models v_1 : \tau \). We can now apply \([2] \) to \([8] \) and \([5] \) to get \([9] \) (if \( \tau' = \text{int } \) then \( \delta', x : v_1 \models v_2 : \mu \text{ else } \delta' \models v_2 : \mu \)).

There are now two cases.

Subcase \( \tau' = \text{int} \): From the definition of agreement and from \([6] \), we have \([10] (\delta', x : v_1) \approx_{v(\mu)} (\delta, x : v_1) \). By induction on \([9] \) (case \( \tau' = \text{int} \)) and \([10] \), we get \( \delta', x : v_1 \models v_2 : \mu \), as required.

Subcase \( \tau \neq \text{int} \): In this case \( x \notin \text{fv}(\mu) \), thus, from \([6] \) and the definition of agreement, we have \([11] \delta' \approx_{\text{fv}(\mu)} \delta \). It now follows directly using induction on \([9] \) (case \( \tau' \neq \text{int} \)) and \([11] \) that \( \delta' \models v_2 : \mu \), as required.

For proving property 2, there is one case to consider:

Case \( \mu = \exists x. \mu' \): By renaming, we can assume \( x \notin \text{Dom}(\delta') \).

From l-rt, we have there exists \( n \) such that \( \delta, x : n \models v : \mu' \). From the definition of agreement, we have \([12] \delta' \approx_{\text{fv}(\mu')} \delta \) and, thus, \( \delta, x : n \approx_{\text{fv}(\mu')} \delta, x : n \). We can now apply induction to get \( \delta', x : n \models v : \mu' \). From l-rt, we now have \( \delta' \models v : \mu \), as required.

Property 3 follows immediately using property 2.

For proving property 4, there is again only one case to consider. We are given \( \delta \models \rho : \Gamma \) and we need to establish \( \delta' \models \rho : \Gamma \). The second property in the expanded definition of \( \models \) on environments (i.e., l-expr) are established directly using property 3 above and by the definition of \( \text{fsv}(\Gamma) \). The first property is independent of \( \delta' \) and thus follows immediately. The third and fourth properties follow immediately from the definition of agreement and \( \text{fsv}(\Gamma) \).

\[ \square \]

Proposition 3.6 (Soundness) \( \text{I} \Gamma \vdash e : \mu \text{ and } \delta \models \rho : \Gamma \text{ and } \rho + e \leadsto v \text{ then } \delta \models v : \mu. \)

Proof. By induction on the structure of the typing derivation. We proceed by case analysis and show most of the cases, leaving out the case for conditions (which follow by straightforward induction), the cases for booleans (which follow the case for integers), and some cases that can be treated similarly to other cases.

Case \( e = n \), \( \mu = \text{int} \): Follows immediately from rule t-int, rule d-int, and l-int.
Case $e = x$, $\mu = \tau$: From assumptions, rule T-VAR, and rule D-VAR, we have $\Gamma(x) = \tau$ and $\rho(x) = v$ and $\delta \models \rho : \Gamma$. From l-ENV, we have $\delta \models \rho(x) : \Gamma(x)$, for all $x \in \text{Dom}(\Gamma)$. Thus, we have $\delta \models v : \mu$, as required.

Case $e = (e_1, e_2)$, $\mu = \exists \xi_1 \xi_2 (\tau_1, \tau_2)$: From rule T-PAIR, we have $\Gamma = \{ \Gamma_1 \vdash e_1 : \exists \xi_1 \xi_2 \tau_1, \Gamma_2 \vdash e_2 : \exists \xi_2 \tau_2 \}$. From rule D-PAIR, we have $\{ \Gamma_1 \vdash e_1 \sim v_1, \Gamma_2 \vdash e_2 \sim v_2 \}$, with $\mathbf{v} = (v_1, v_2)$. By induction on $\Gamma_1$, $\Gamma_2$, and $\{ \Gamma_1 \vdash e_1 \sim v_1, \Gamma_2 \vdash e_2 \sim v_2 \}$, we have $\delta \models \rho \sim \rho : \Gamma$. From rule D-PAIR, we have $\{ \Gamma_1 \vdash e_1 \sim v_1, \Gamma_2 \vdash e_2 \sim v_2 \}$, with $\mathbf{v} = (v_1, v_2)$. By induction on $\Gamma_1$, $\Gamma_2$, and $\{ \Gamma_1 \vdash e_1 \sim v_1, \Gamma_2 \vdash e_2 \sim v_2 \}$, we have $\delta \models \rho \sim \rho : \Gamma$. From rule D-PAIR, we have $\{ \Gamma_1 \vdash e_1 \sim v_1, \Gamma_2 \vdash e_2 \sim v_2 \}$, with $\mathbf{v} = (v_1, v_2)$. By induction on $\Gamma_1$, $\Gamma_2$, and $\{ \Gamma_1 \vdash e_1 \sim v_1, \Gamma_2 \vdash e_2 \sim v_2 \}$, we have $\delta \models \rho \sim \rho : \Gamma$. From rule D-PAIR, we have $\{ \Gamma_1 \vdash e_1 \sim v_1, \Gamma_2 \vdash e_2 \sim v_2 \}$, with $\mathbf{v} = (v_1, v_2)$. By induction on $\Gamma_1$, $\Gamma_2$, and $\{ \Gamma_1 \vdash e_1 \sim v_1, \Gamma_2 \vdash e_2 \sim v_2 \}$, we have $\delta \models \rho \sim \rho : \Gamma$.

There are now two subcases. We first assume $\delta \models \rho : \Gamma$, and the definitions of $\delta \models \rho : \Gamma$. From assumption and rule T-PAR, we have $\{ \Gamma_1 \vdash e_1 \sim v_1, \Gamma_2 \vdash e_2 \sim v_2 \}$, with $\mathbf{v} = (v_1, v_2)$. By induction on $\Gamma_1$, $\Gamma_2$, and $\{ \Gamma_1 \vdash e_1 \sim v_1, \Gamma_2 \vdash e_2 \sim v_2 \}$, we have $\delta \models \rho \sim \rho : \Gamma$. From rule D-PAIR, we have $\{ \Gamma_1 \vdash e_1 \sim v_1, \Gamma_2 \vdash e_2 \sim v_2 \}$, with $\mathbf{v} = (v_1, v_2)$. By induction on $\Gamma_1$, $\Gamma_2$, and $\{ \Gamma_1 \vdash e_1 \sim v_1, \Gamma_2 \vdash e_2 \sim v_2 \}$, we have $\delta \models \rho \sim \rho : \Gamma$.
$\rho'(x)$. From [11] and the definitions of $\Gamma'$ and $\delta'$, we have $\text{StarDom}(\Gamma') \subseteq \text{Dom}(\delta')$. From [16], [17], [18], and [19], we have [20] $\delta' \models \rho' : \Gamma'$. By induction on [20], [3], and [5], using the definitions of $\delta'$, $\rho'$, and $\Gamma'$, we have [21] $\delta' \models \nu : \mu'$. From $\text{l-env}$ and [21], we have [22] $\delta \models \nu : \exists x. \mu'$. From [1], we have $\Gamma' + \mu' \text{ ok}$ and because $\Gamma'(x) \neq \text{ int}$ and $\Gamma'(x) \neq \star$, we know that $x \notin \text{fv}(\mu')$. Thus, $\exists x. \mu'$ = $\mu'$, which, together with [22] gives us $\delta \models \nu : \mu$, as required. If, instead, we assume $\tau = \text{ int}$, we know $x$ is empty but, instead, we have from [7] and $\text{l-\text{int}}$, that $v_1 = n$ for some $n$. Now, let $\delta' = \delta, x : n, \Gamma' = \Gamma, x : \text{ int}$, and $\rho' = \rho, x : n$. From [1] and from $\text{l-env}$, we have

$\text{Dom}(\rho) = \text{TyDom}(\Gamma')$ and $\tau \Gamma$ ok
$\forall x \in \text{TyDom}(\Gamma), \delta' \models \rho(x) : \Gamma(x)$
$\forall x \in \text{TyDom}(\Gamma), \Gamma(x) = \text{ int} \implies \delta(x) = \rho(x)$
$\text{StarDom}(\Gamma') \subseteq \text{Dom}(\delta)$

From [23], the definition of well-formed environments, and the definitions of $\rho'$ and $\Gamma'$, we have that [27] $\text{Dom}(\rho') = \text{TyDom}(\Gamma')$ and $\tau \Gamma$ ok. From [6] and because $\delta' = \text{int}((x)) \delta$, forall $x \in \text{TyDom}(\Gamma')$, and from the definitions of $\rho'$ and $\Gamma'$, we have from Proposition 3.3 that [28] $\forall x \in \text{TyDom}(\Gamma'), \delta' \models \rho'(x) : \Gamma'(x)$. From [25] and from the definitions of $\Gamma'$, $\delta'$, and $\rho'$, we have [29] $\forall x \in \text{TyDom}(\Gamma'), \Gamma'(x) = \text{ int} \implies \delta'(x) = \rho'(x)$. From [26] and the definitions of $\Gamma'$ and $\delta'$, we have [30] $\text{StarDom}(\Gamma') \subseteq \text{Dom}(\delta')$. Now, from [27], [28], [29], and [30], we have [31] $\delta' \models \rho' : \Gamma'$. By induction on [31], [3], and [5], using the definitions of $\delta'$, $\rho'$, and $\Gamma'$, we have [32] $\delta' \models \nu : \mu'$. From $\text{l-env}$ and [32], we have $\delta \models \nu : \exists x. \mu'$ and because $\mu = \exists x. \mu'$ (x is empty), we have $\delta \models \nu : \mu$, as required.

Case 1et $[x] x : \tau = e_1$, in $e_2$, $\mu = \exists x. \mu'$: The proof for this case is similar to the proof for rule $\text{r-\text{let}}$, although size variables are bound to int types in type environments. The proof case also makes essential use of Proposition 3.4.


